Mathematical Review

This Mathematical Review is intended to cover the basic mathematical concepts you should be comfortable with to assist you as you take Data Structures and Algorithms.
Exponents
In mathematics multiplication can be thought of as a process of repeated addition;

3 * 3 = 3 + 3 + 3

Exponentiation is a process of repeated multiplication;

33 = 3 * 3 * 3

It is worth noting that we often consider repetition as iteration (or looping if you prefer), hence understanding how exponents work becomes important when considering the efficiency of programming algorithms.  Here are some simple, key formulae related to exponents.

1) XAXB = XA+B
2) XA / XB = XA-B
3) ( XA )B = XAB
4) XN + XN = 2XN ≠ X2N
5) 2N + 2N = 2N+1
Logarithms
In mathematics a logarithm is a function to find the exponent, such as;
bn= x 
which is normally written as;

logbx=n

In computer science, logarithms are normally to the base 2, i.e. log2.  To change the base of a logarithm, the following formula can be used;


This uses a logarithm of base k (any other logarithm) to find a logarithm with base b.  This suggests that all logarithms are similar.  To prove this;
P = logkx

Q = logkb 

R = logbx

kP = x

kQ = b

bR = x

x = kP = (kQ)R
P = Q * R

R = P / Q
Several other logarithmic formulas can then be derived using base 2 as follows, why not try to prove them?
log AB = log A + log B; A, B > 0

log A/B = log A – log B

log (AB) = B log A

log X < X; for all X>0

log 1 = 0, log 2 = 1, log 1024 = 10, log 1048576 = 20.

Series
A series is the sum of a sequence of terms, for instance;
1 + 2 + 3 + 4 + 5 + …
This is an example of an Arithmetic Progression, where the difference between any two consecutive terms are equal (in this case 1).  Using mathematical analysis we can compute the sum of the first ‘n’ terms in the sequence using the following formula;
Sn = a1 + a2 + … + an = n(a1 + an)/2

This works as the sum of the first and last terms is the same as the sum of the 2nd and 2nd to last terms etc.

Another common progression is the Geometric Progression, the sum of the numbers in a geometric progression is the geometric series.  An example of a geometric progression is;

A, A2, A3, A4…

The nth term in a geometric progression is;
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The common ratio is;
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And the scale factor is;
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Note that if the common ratio is 

· Negative, the results alternate between positive and negative.  

· Greater than 1 (or less than -1), there is exponential growth towards infinity.

· Between 1 and -1, there is exponential decay towards 0.
· Zero, results remain at 0

For our purposes it is often useful to find the sum of a geometric progression, or the geometric series.  The sum of the above example being;
S = A + A2 + A3 + A4 + …

Obviously where the common ratio is greater than 1 the geometric series will also tend towards infinity.  The geometric series below has a common ratio of 2 thus tends to infinity;

1, 2, 4, 8, 16, 32…

More useful for our purposes is a convergent series (where |x| < 1), for which we can derive a much simpler formula;

S = 1 / 1-A

This is derived by the following proof;
S = A + A2 + A3 + A4 + …

AS = A + A2 + A3 + …

Subtracting these two equations returns S - AS = 1

Note that taking the logarithm of each term in a geometric progression yields an arithmetic one.  There are further series which may be relevant, but we can investigate them as required.

Proof
The ‘P’ word needs to be used carefully, fortunately proving statements in maths (hence data structure analysis), is more possible than in other disciplines.  Normally proof is gained through ‘proof by induction’ or ‘proof by contradiction’.  

Proof by induction has 2 stages, firstly creating a base case – proving that the theorem is true for a small trivial case.  This is followed by inductive hypothesis where the theorem is shown to be true for all cases up to a limit ‘k’.  From this we can assume the theorem is true for k+1, and henceforth while k is finite.  Consider how we create recursive functions.
Proof by Contradiction begins by assuming a theorem is false and then demonstrating that this assumption is erroneous due to a known condition.  For example, if we want to prove there are an infinite number of primes, we begin by assuming it is false and there is a largest prime ‘Pk’.  We can then list all the primes; P1, P2,…,Pk.  We can then demonstrate that P1*P2*…*Pk+2 is also a prime, thereby proving our theorem.
Proof by Counterexample is related to this, whereby theorems are proved false by demonstrating an example that disproves the theorem;

Fk ≤ k2 can be disproved by the case F11 = 144> 112.
